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Abstract

This study presents a numerical procedure to optimize the shape of staggered dimpled surface to enhance turbulent heat transfer in a rectangular
channel. Kriging model based optimization technique is used with Reynolds-averaged Navier—Stokes analysis of fluid flow and heat transfer
with shear stress transport turbulence model. The dimple depth-to-dimple print diameter ratio, channel height-to-dimple print diameter ratio, and
dimple print diameter-to-pitch ratio are chosen as design variables. The objective function is defined as a linear combination of heat transfer and
friction loss related terms with a weighting factor. Latin Hypercube Sampling is used to determine the training points as a mean of design of
experiment. In the sensitivity analysis, it is found that the objective function is most sensitive to the ratio of dimple depth to dimple print diameter.
Optimal values of the design variables have been obtained in a range of the weighting factor.

© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction

Among the heat transfer augmentation devices in internal
cooling passages of turbine blades, such as ribs, dimples, pin-
fins, etc., dimples have a characteristic of low-pressure drop
penalty since there is no protrusion into the flow to produce
significant pressure drag. The physical mechanism for the heat
transfer augmentation with an array of dimples are the reattach-
ment of the shear layer, the vortex structures and vertical fluid
shedding from each individual dimple indentation, and the peri-
odic unsteadiness which is produced as flow is ejected and then
inrushes to each dimple.

Several papers were contributed on turbine cooling passage
heat transfer enhancement problem in recent years. Ligrani et
al. [1] reviewed the turbulent heat transfer enhancement tech-
niques, such as ribs, pin-fins, dimples, etc. in internal flow pas-
sages like turbine blades. Mahmood and Ligrani [2] reported
that the heat transfer is augmented as the ratio of channel height
to dimple print diameter decreases. On the other hand, it was
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found in the experiments of Burgess and Ligrani [3] that the
heat transfer rate also increases as the ratio of dimple depth to
dimple print diameter increases. Park et al. [4] predicted turbu-
lent flows in a channel with dimples. Their steady-state results
show centrally located vortex pairs and vortex pairs located near
the spanwise edges of individual dimples. Heat transfer and
fluid flow characteristics for seven different dimpled surfaces
on one surface of a channel are predicted numerically by Park
and Ligrani [5], and they showed that the most significant lo-
cal and overall heat transfer increases for spherical and tilted
cylinder dimples.

These studies, however, does not report on the effect of
the geometric parameters on thermal performance of dimpled
channel in a systematic way, but only found the optimal case
for better thermal performance among only a few tested cases.
However, Kim and Choi [6] performed shape optimization of
an in-line dimpled channel to enhance turbulent heat transfer
using response surface method, and they showed the sensitiv-
ities of objective functions to design variables. Rib-roughened
channel heat transfer optimizations using response surface ap-
proximation were performed by Kim and Kim [7] and Kim and
Lee [8].
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Nomenclature

A4, Ain areas of heat transfer surface and inlet plane, re-

spectively

D dimple diameter

Dy, channel hydraulic diameter

F objective function

f friction factor

H channel height

Nu local Nusselt number

Nuy, average Nusselt number

Pi dimple pitch

p, Ap pressure and pressure drop in a channel, respec-
tively

p periodic component of pressure

q0 wall heat flux

Re Reynolds number (= U, Dy, /v)

S distance between dimples

T local mean temperature

T periodic component of temperature

U; mean velocity components (i = 1, 2, 3)

Up averaged axial velocity at inlet

X, y,z streamwise, spanwise, and cross-streamwise coor-
dinates, respectively

X; coordinates (i = 1,2, 3)

Greek symbols

B weighting factor in objective function

y pressure gradient in streamwise direction

v kinematic viscosity

P fluid density

o increasing rate of bulk temperature in axial direc-
tion

dij Kronecker delta (i, j =1, 2, 3)

With the aid of high performance computers, numerical
optimization techniques based on Reynolds-averaged Navier—
Stokes analysis have been developed rapidly in the last decades.
Among the methods of numerical optimization, such as re-
sponse surface approximation, radial basis neural network, and
Kriging models developed thus far, the Kriging model [9] is
becoming popular for approximating deterministic computer
models as it provides the best linear unbiased predictor. Kriging
methods have been widely used to approximate the response
of many deterministic computer models. Kriging model was
applied to the design and analysis of computer experiments
(DACE) by Sacks et al. [9]. Booker [10] used the Kriging model
to study the aero-elastic and dynamic response of a helicopter
rotor. Guinta [11] performed a preliminary investigation into
the use of Kriging for the multidisciplinary design optimization
of a high speed civil aircraft. Recently, Park et al. [12] used the
Kriging for the optimization of a heat sink.

In this work, a shape optimization of a channel with single
surface roughened by staggered dimples has been performed to
maximize the performance of dimpled channel by compromis-
ing between heat transfer enhancement and reduction of friction
loss. Kriging model is employed as an optimization technique
to maximize thermal performance of the surface with three
geometric design variables. Reynolds-averaged Navier—Stokes
(RANS) analysis is used to evaluate the objective function by
calculating turbulent convective heat transfer.

2. Numerical analysis

For steady three-dimensional RANS analysis of fluid flow
and convective heat transfer in a dimpled channel, CFX-11.0
[13] which employs unstructured grids, is used in this work.

To adopt periodic boundary conditions, modifications of
source terms in streamwise momentum and energy equations
have been made to calibrate the gradual decrease and increase
of pressure and temperature, respectively. Finally, for three-
dimensional steady incompressible flows, mass, momentum,

and energy conservation equations in tensor form can be written
as follows;
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where p(x,y,z) and f(x, v, z) are the pressure and tempera-
ture transformed as follows in order to use the periodic bound-
ary conditions [14] in streamwise direction, x.

p(x,y,2)=px,y,20)+yx “
T(x,y,2)=T(x,y,2) —0x (5)

Here, y is the pressure gradient along the streamwise direction,
and o is the rate of bulk temperature increase due to wall heat
flux, qo.

qoAq

o=—"——— (6)
pcpPiUpAin

As a turbulence closure, Shear Stress Transport (SST) tur-
bulence model reported by Menter [15] is employed with au-
tomatic wall treatment. SST model combines the advantages
of the k-¢ and k-w models with a blending function. The k-w
model is activated in the near-wall region, and the k-& model
is used in the rest region. Bardina et al. [16] showed that the
SST model captures separation under adverse pressure gradient
well compared to other eddy viscosity models, and, thus, pre-
dicts well the near-wall turbulence that plays a vital role in the
accurate prediction of turbulent heat transfer. Numerical model
of Lai et al. [17] is adopted for modeling of turbulent heat flux.

High resolution schemes are used in discretization of the
equations, and SIMPLE algorithm is employed in solution pro-
cedure. Relaxation factors are not introduced in iteration proce-
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dure. As convergence criteria for momentum and energy equa-
tions, the relative residuals are set to be less than 107°.

The computational domain contains four-half dimples as
shown in Fig. 1. Periodic boundary conditions are used at all
of the boundaries except the wall boundaries. Thus, the analy-
ses are able to capture the asymmetric structure of the flow in
dimple. An example of the grid system is shown in Fig. 2 for
the whole computational domain and also, near the dimple wall.
Unstructured tetrahedral grid system is used with the hexahe-
dral at the wall region to resolve high velocity gradient. First
grid points adjacent to walls are placed at 0.0002H from the
walls to satisfy y+ less than 1.0, which is required to imple-
ment low-Reynolds number version of SST model. The number
of grids node changes with the shape of dimples from 210 to
330 thousands.

In the present calculation, uniform heat flux is specified on
the dimpled surface and the other flat walls are assumed to be
adiabatic. Bulk velocity and constant temperature are set at all
computational nodes as initial values to help the faster conver-
gence of the iterative calculation.

The computations were carried out using personal computer,
Intel Pentium IV CPU 3.0 GHz. The computational time for a
single flow analysis is in the range of 18-24 hours depending
upon the geometry considered and the convergence rate.

3. Optimization techniques

The optimization procedure is presented as a flow chart in
Fig. 3. First, the objective function and design variables are se-
lected. The design space is then decided for improved system
performance. Using a suitable sampling scheme as the mean of

Fig. 2. Example of the grid system.

Design of Experiment, the design points are then obtained. At
these design points, the objective function is calculated using
a flow solver. Finally, the surrogate, i.e. the Kriging model, is
constructed, and then optimal points are searched by the opti-
mal point search algorithm. Each step is explained in detail in
the following subsections.

3.1. Objective function and design variables

The optimization problem is defined as minimization of an
objective function, F(x) with xf <x < xlf‘ , where x is a vector
of design variables, and xf and x;' are lower and upper bounds
of each design variable, respectively.

To maximize the performance of dimples, the optimal shape
should be determined by a compromise between the enhance-
ment of heat transfer and reduction in the friction loss. There-
fore, the following definition of objective function used in the
previous works [6-8,18,19] is employed in this work.

F=Fy.+BFy @

where, B is the weighting factor. This factor should be deter-
mined by the designer considering the overall energy economy
of the system. The first term on the right-hand side is defined as
inverse of the average Nusselt number.

1
Fy, = 8
Nu Nua ( )
where,
[ R 4A
Nu, ="
A

Nug = 0.023Re%8 pr04

Nug is the Nusselt number obtained from the Dittus—Boelter
correlation, which is for the fully developed turbulent flows in
a smooth pipe, and the integration is performed over the heated
surface, A.
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Fig. 3. Flow chart showing optimization procedure.

The second term which is related to friction loss is defined
as follows;

1/3
Fr= (i) ©)

Jo
where,
ApDy,
f= Ty
2pU; Pi

fo=2(2.2361nRe — 4.639) >

fo is a friction factor for fully developed flow in a smooth pipe,
and is obtained from Petukhov empirical correlation [20] which
is modified from the Karman—Nikuradse correlation for the best
fit in the range, 10* < Re < 109.

The channel with single surface roughened by staggered
dimples is shown in Fig. 1. With five geometric parameters, i.e.,
channel height (H), dimple print diameter (D), dimple depth
(d), distance between dimples (S), and dimple pitch (Pi), four
dimensionless variables are found; H/D,d/D, D/S, and S/Pi.
In the present optimization, S/Pi is set to be 1.0 to reduce the
number of design variables. Therefore, three design variables
such as H/D, d/D, and D/S are selected as design variables
in the optimization.

3.2. Latin Hypercube Sampling (LHS)

In order to build the surrogate model, some experimental
points are required for space filling of the design space. These

can be established through the experiment design. Latin Hy-
percube Sampling (LHS) [21], an effective sampling method in
DACE, is a matrix of m x n order, where m is the number of
levels (sampling points) to be examined and 7 is the number
of design variables. Each of the n columns of the matrix con-
taining the levels 1, 2, ..., m is randomly paired to form a Latin
hypercube. It generates random sample points, ensuring that all
portions of the design space are represented.

3.3. Kriging method

The Kriging method [9] in its basic formulation estimates
the value of a function (response) at some unsampled location
as a combination of two components, the global model and a
systematic departure. Mathematically,

yx) = fx)+Zx) (10)

where y(x) is the unknown function to be estimated and f (x)
is a known function (usually polynomial) representing the trend
over the design space, also referred to as the ‘global’ model.
The second part, Z(x), creates a localized deviation to inter-
polate the sampled data points by quantifying the correlation
of points with a Gaussian correlation having zero mean and
nonzero covariance. The covariance matrix of Z(x) is given by

cov[Z(x'), Z(H)] = *R[R(x' xD)], i, j=1,2,....n

(1)

where R is a correlation matrix consisting of a spatial correla-
tion function (SCF), R(x', x/) as its elements. o2 is the process
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Fig. 4. Grid dependency test.

variance representing the scalar of the spatial correlation func-
tion quantifying the correlation between any two ng sampled
data points x’ and x/, and thereby controls the smoothness of
the Kriging model, the effect of nearby points, and differentia-
bility of the surface. The Gaussian function used in this work
is the most preferable SCF when used with a gradient based
optimization algorithm as it provides a relatively smooth and
infinitely differentiable surface.

3.4. Optimization algorithm

Sequential quadratic programming (SQP) (function fmincon
in MATLAB [22]) has been used as an optimization algorithm
that follows Newton’s method for constrained optimization in
the manner of an unconstrained optimization problem. In its
basic form it replaces the objective function with a quadratic
approximation and replaces the constraint function by linear
approximation. Its implementation consists of three steps, i.e.,
updating the Hessian matrix of the Lagrangian function using a
quasi-Newton updating method, solution of the quadratic pro-
gramming subproblem, and the formation of a search direction
for a line search procedure using a line search and merit func-
tion calculation.

4. Results and discussion

Grid-dependency test has been performed for the staggered
dimpled channel tested by Burgess and Ligrani [3] to deter-
mine the optimum grids as in Fig. 4 for streamwise Nusselt
number distributions. The optimum number of grids has been
selected as 210,000 from these results in this case. To validate
the numerical solutions, calculated average Nusselt numbers on
dimpled surface are compared with the experimental data of
Burgess and Ligrani [3] at several different Reynolds numbers
with H/D = 1.0, d/D = 0.2, and D/S = D/Pi = 0.618, in
Fig. 5. The comparison is also made for average friction fac-
tor in Fig. 6. Although some deviations from the experimental
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Fig. 5. Comparison between predicted and measured average Nusselt numbers.
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Fig. 6. Comparison between predicted and measured average friction factors.

Table 1

Design variables and ranges

Design variable Lower bound Upper bound
H/D 0.2 1.0

d/D 0.1 0.3

D/S 0.4 0.7

data are shown especially for friction factor, the agreements are
generally acceptable for the purpose of shape optimization. In
the present optimization, Reynolds number based on channel
height with 25 °C air is 22,500.

Ranges of design variables are listed in Table 1. Twenty sam-
pling points are selected by Latin Hypercube Sampling (LHS).
Numerical optimizations have been performed in the range of
0.0 to 0.11 of the weighting factor.

Figs. 7 and 8 show results of sensitivity analyses for two
components of the objective function. Here, the percent change
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of each design variable, dv is varied within £10% of the opti-
mal value, and the subscript, opt represents the value at optimal
shape for 8 = 0.09. From these sensitive analyses, it is evident
that the heat transfer and friction coefficients are most sensitive
to d/D, and insensitive to H /D, which is confirmed by the ex-
periment performed by Burgess and Ligrani [3]. The results of
sensitivity analysis for the objective function with g = 0.09 are
shown in Fig. 9. It is found that the objective function is most
sensitive to the ratio of dimple depth to dimple print diameter
as expected from Figs. 7 and 8.

Table 2 shows the results of optimization for 8 = 0.09. The
reference shape was selected arbitrarily among the sampling
points. The average Nusselt number is increased by 58% in
comparison with the reference shape. But, the value of friction-
loss related term (Fy) is also increased by 7%. It is noted that

0.06

0
dv (%)

Fig. 9. Sensitivity analysis of objective function for optimal shape (8 = 0.09).

Table 2
Results of optimization for § = 0.09
Design variable Nug Fy F
H/D d/D D/S
Reference 1.00 0.20 0.62 2.03 1.61 0.63
Optimum 0.39 0.30 0.59 3.21 1.72 0.47

the decrease in H/D is remarkable in comparison with the
reference shape. This is consistent with the experimental re-
sults obtained by Mahmood and Ligrani [2], who reported that
heat transfer rate increases as H /D ratio decreases. Finally, the
objective function is reduced by 25% in comparison with the
reference shape.

Distributions of local Nusselt number on dimpled walls are
shown in Fig. 10. In both of the cases, heat transfer rate de-
creases abruptly just behind the front rim of the dimple due to
flow separation, and increases downstream to reach the max-
imum near rear rim of the dimple. The distributions are not
symmetric due to the asymmetric flow structure. Isaev and
Leont’ev [23] reported that the turbulent flow past deep dim-
ples (d/D = 0.22—0.24) becomes asymmetric under condi-
tions of the absence of a performed symmetric vortex struc-
ture.

Fig. 11 shows the flow patterns of spreading over surfaces of
the reference and the optimum dimples with asymmetric vortex
structures. Compared to the structure shown in Fig. 11(a) for
the reference shape, the streamlines over the optimized dimpled
surface (Fig. 11(b)) show strongly asymmetric vortex structure.
Fig. 12 shows the flow structures in the optimal and the ref-
erence dimples. Flow separation occurs at the front rim of the
dimple, and, reattachment of the flow occurs on the rear part of
the dimple in the case of optimum shape. But, in case of the
reference shape (Fig. 12(a)), the flow pattern in dimple is com-
plicated, since this plane is located near the border of vortex
pair in dimple as shown in Fig. 11(a).
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Fig. 10. Nusselt number distributions (8 = 0.09): (a) reference, (b) optimum.

In most of the recirculation region, heat transfer rate is lower
than that at the upstream of the dimple as shown in Fig. 10. It is
found in Figs. 10, 11 and 12 that the heat transfer rate increases
rapidly on the rear part of the dimple surface because of the
flow reattachment and this continues till the rear rim of the dim-
ple is reached in both cases. This is also confirmed by Fig. 13,
where local Nusselt number distributions along the dimple di-
agonal in streamwise direction are compared for reference and
optimum shapes. The dotted circles on the curves in Fig. 13 in-
dicate the dimple boundaries, and x = 0 is located at the center
of dimple as shown in Fig. 1. It is obvious that the heat trans-
fer rate reaches a small peak at the front rim of the dimple in

Z\

(b)

Fig. 11. Streamline distributions (8 = 0.09): (a) reference, (b) optimum.

both cases. In case of the optimum shape, the heat transfer rate
decreases sharply just downstream of the front rim to reach the
minimum in very short distance, and increases again to the max-
imum at the rear rim of the dimple, which is followed by a rapid
decrease. However, in case of the reference shape, the sharp de-
crease in heat transfer rate just behind the front rim is not found,
but start of increase in heat transfer rate is quite delayed in the
dimple compared to the case of the optimum shape. Thus, the
Nusselt number distribution in the optimal channel maintains
the higher level in the region between the dimples and in the
downstream part of dimple in comparison with the reference
channel.

Variations of the optimal design variables are plotted for dif-
ferent weighting factors in Fig. 14. The design variables in this
figure are those normalized in the ranges shown in Table 1,
and have the values between 0.0 and 1.0. With the increase
of weighting factor, in other words, as designer’s purpose is
shifted to the reduction of pressure drop, d/D and D/S slightly
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Fig. 12. Streamlines on cross section including streamwise dimple diagonal (8 = 0.09): (a) reference, (b) optimum.
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Fig. 14. Variations of optimal design variables with weighting factor.

Fig. 13. Nusselt number distributions along the streamwise dimple diagonal for . . L .
reference and optimum shapes (8 = 0.09) (dotted circles indicate the dimple decrease, but H/D increases. Since the friction loss, i.e., the

boundaries). pressure drop across the dimple decreases as the dimple depth
is reduced, the optimal value of d /D moves toward the smaller



1472 K.-Y. Kim, D.-Y. Shin / International Journal of Thermal Sciences 47 (2008) 1464—1472

value with the increasing of weighting factor. The optimum
value of H/D increases with the weighting factor, because fric-
tion loss decreases as the channel height is increased.

5. Conclusions

A staggered dimpled channel has been optimized by com-
promising enhancement of heat transfer and reduction of pres-
sure loss by Kriging model based optimization method coupled
with Reynolds-averaged Navier—Stokes analyses of fluid flow
and heat transfer. Computational results for average Nusselt
numbers as well as average friction factors show reasonable
agreements with the experimental data. The objective function
is defined as a combination of heat transfer and friction loss
related terms with a weighting factor. Twenty sampling points
with three design variables are selected by Latin Hypercube
Sampling technique. It is found that both the heat transfer and
friction loss related components of objective function are most
sensitive to the ratio of dimple depth to dimple print diameter.
The optimal values of design variables were obtained by vary-
ing the weighting factor. As the weighting factor increases, in
other words, as the design emphasis is shifted towards the re-
duction in friction loss, optimal values of the ratio of dimple
depth to dimple print diameter and the ratio of dimple print di-
ameter to distance between dimples decrease, but the ratio of
channel height to dimple print diameter increases.
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